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Experimental economics
Lecture 5: Designing a laboratory experiment



Methodological foundations
• The times are long gone when economists “just did an experiment” to see what happens when you let subjects make 

specific decisions. In the meantime, methodological standards and procedures have evolved. Following these procedures is 
an important prerequisite for obtaining experimental results that can claim to meet the scientific standards of the economics 
profession. 


• What is actually a good experiment? A good experiment succeeds in testing the most important effect a theory describes, 
while at the same time controlling for all plausible alternative explanations. This is based on the fact that there can often (if 
not always) be more than one potential explanation for an empirically observable regularity. Good experiments are 
undoubtedly those that, from the many alternative causal relationships, can find the one that actually explains the observed 
phenomenon. 


• It should be borne in mind, however, that this is a very ambitious goal that can only relatively rarely be achieved. This is 
simply because not all the alternatives are always known. Therefore, the design of an experiment should eliminate the 
possibility that the results are influenced by factors that are not connected to the assumed causal relationships. If a faulty 
design or the inept execution of an experiment is responsible for the observed regularity, then one has certainly not carried 
out a good experiment. 


• For this reason, it is worth considering the way in which various elements of an experiment’s design can influence the 
behavior of the subjects. This is the only way to be certain that the results obtained are an empirically significant regularity 
and not just an artifact of a bad experiment. 



Actions and rewards
• At the heart of all experimental investigations is the ability to make observations under controlled conditions. For example, 

experiments with animals attempt to study their learning ability. For this purpose, certain signals are combined with rewards (in the 
form of food) and the researchers observe whether the laboratory animal is able to make a connection between the signal and the 
reward associated with it. 


• By controlling the variation of signals and rewards, conclusions can be drawn about the animals’ ability to learn. It is implicitly 
assumed in such experiments that the animals like the food offered as a reward and that they prefer to have more of it. Only then is 
it justifiable to assume that the animals are making an effort (learning is strenuous) to obtain the food. Now the assumption that 
apes, for example, like to eat sweet fruit and are particularly keen on certain “treats” is not too daring. It is easy to see that this is the 
case. The behavioral hypothesis for an ape is therefore “I prefer more bananas to fewer bananas”. 


• But what about experiments with humans? Ultimately, economic theory describes above all else how people make decisions. Of 
central importance are the preferences that are attributed to the actors. Rational choices are always related to the goal being 
pursued. Thus, it is not possible to make a prediction about what a rational decision-maker will do if it is not known which goal this 
person is pursuing. 


• Experiments that test theories and also experiments that are not based on theory would therefore be worthless without assumptions 
about the underlying preferences. The problem is that people’s preferences are doubtlessly more differentiated than those of apes. 
In other words, it makes little sense to assume that people prefer more bananas to fewer bananas. Fortunately, however, the 
difference between us (humans) and our closest genetic relatives is not so great, thanks to the fact that there is a banana equivalent 
of sorts for us, and that is money. 



Induced value method
• Vernon Smith introduced this equivalent systematically into experimental methodology in 1976 and gave it a name: the induced value method. The idea is very 

simple. It is assumed that the consumption of every good generates utility, for which there is a monetary equivalent – the willingness to pay for the good in 
question. If each utility value can be expressed in terms of money, then the utility function can also be replaced by a “money function”, and by introducing this 
money function into the experiment as a “payoff function”, one has induced from the outside the utility function that is used for the evaluation of options for 
action. The following example best illustrates this process.


• The induced value method requires that people react to money in the same way as apes react to bananas – more of which is always better than less. This is 
also one of a total of three requirements that Smith specifies need to be met for the induced value method to be applied. First, the utility function must grow 
monotonically in terms of money. In slightly more technical terms, if a decision-maker can choose from two alternatives and one of them has a higher payoff 
than the other, then the decision-maker will always choose the alternative with the higher payoff.


• Second, the payoffs have to be salient. The so-called salience requirement is understood as meaning that the decision to be taken by a subject in an 
experiment must also be payoff-relevant. It is worth considering a little more deeply what this implies. It is important that the payoff function is not too flat. If it 
is, taking different decisions has little impact on the resulting payoffs, which can result in subjects not putting much effort into actually making what for them is 
the best decision, because a mistake has little financial impact.


• The third requirement that Smith lists is the dominance of the payoffs. As an experimenter, one has to be aware of the fact that experimental subjects could also 
have other things on their minds than the money they can earn in an experiment. For example, people dislike getting bored or thinking that their precious time is 
being wasted. Boredom may lead to subjects having an incentive to make things more interesting by trying things out without paying too much attention to their 
payoffs. There are many other factors that might discourage subjects from focusing exclusively on maximizing their payoffs. 


• They could form expectations about what the experimenter wants from them and behave accordingly (the experimenter demand effect mentioned earlier). They 
might also make social comparisons and try to outperform the other subjects by doing things that adversely affect them. They may even develop altruistic 
feelings or think about fairness. All this and much more is possible. What Smith means by “dominance” is that, despite all these distractions, the pursuit of the 
highest possible payoff still comes first, and in case of doubt, the alternative that ensures the highest payoff is chosen. 



Earning functions (Lorko, Servátka, Zhang, 2023)



Induced value method
• Any assessment of whether the induced value method works or not depends on the strength of the various motives 

that drive people in the laboratory. Economists tend to assume that the desire to earn more income overshadows 
everything else and is much stronger than the above-mentioned “distractions”. Psychologists take a slightly different 
view. Behavioral economics deals with phenomena that lead people to make distorted decisions precisely because 
they allow themselves to be distracted from their actual goal. And psychologists know that people are probably much 
more susceptible to such distortions than economists generally believe. 


• Even if it is the case that the motive to earn money dominates the experiment, it may be that more money is not always 
better. Two examples are worth mentioning. First, it is possible that within the experiment there are non-monetary 
subjective costs which are not taken into account in the payoff function but which nevertheless influence the decision 
of the subjects. 


• A simple example is the cost associated with reading and understanding instructions. How high these costs are 
depends on the complexity of the experimental design, on the one hand, and on the ability of the subjects to grasp the 
facts, on the other. If a subject finds it difficult to understand the task presented in the experiment, he will probably 
deviate from a payoff-maximizing decision due to the much greater effort required to determine it. 


• A second example is the existence of altruistic preferences. If a decision-maker has such preferences, it is obvious that 
more own money need not always be better than less own money.



Achieving the best possible control of the subjects’ preferences

• The payoffs should be noticeable.This means that the subjects can only be expected to pay attention to the payoffs if they are structured in such a 
way that it is worth paying attention to them. 


• Subjective costs should be minimized. This means that it should be made as easy as possible for the subjects to understand the task presented in 
the experiment and to make the best decision for them. This is one of the reasons why experiments should be simple. 


• Use neutral language. The main aim is to avoid experimenter demand effects. This means that the subjects should not be given the impression that 
the experiment serves a specific purpose


• Provide an opportunity to learn. Even simple games should, however, be practiced by the subjects before the actual experiment takes place. It is 
quite possible that learning processes take place in the first few rounds of an experiment. If the experiment is not designed to observe these learning 
processes, then learning the game has no place in the actual experiment. The aim is to test whether the subjects who know and understand the 
game behave as predicted by the experimental hypothesis or not. Therefore, the learning process must take place before the experiment. 


• A very controversial question is whether to conduct an experimental session only once or whether to provide the subjects with a repeated 
opportunity to experience the experimental situation – for instance, by carrying out the experiment again at intervals of 1 week. 


• Repetition tends to increase external validity, since most of the decision problems that are explored in experiments are in fact not one-off 
occurrences in the real world, but recur at irregular intervals. The disadvantage of repeating the session is that the experimenter has no control over 
what happens between the repetitions. It may well be that the subjects in the meantime gain experience which has a strong influence on their 
behavior. The problem is that there is no way of knowing what experience this is. It is presumably this methodological problem that has hitherto 
prevented experimenters from repeating sessions to any large extent.



The Size of Payoffs 
• It’s about money. But how much money we are actually talking about is a question we have sidestepped a little so far. Do monetary incentives have 

an effect and if so, to what extent does it depend on the size of the payoffs? This is a question that is frequently directed at experimental economic 
research. Two extreme positions are conceivable. One of them assumes that it makes no difference at all whether monetary incentives are used or 
not. The other extreme position is that all the deviations from the model of rational choice that can be observed in experiments disappear if the 
payoffs are set at a sufficiently high level.


• Camerer and Hogarth (1999) analysed 74 papers in which the effect of different payoff levels was investigated. The most important message from 
their study is that the two extreme positions described above are wrong. Monetary incentives are not ineffective (i.e. decisions should not be elicited 
hypothetically, but provided with appropriate mon- etary consequences) and deviations from the rational choice model do not disappear at higher 
payoffs. The last point can be expressed a little more precisely. The authors have not found a single study where a deviation from the rational choice 
model observed at low payoffs disappears when the payoff is increased. 


• Nevertheless, the work of Camerer and Hogarth also shows that the effect of incentives is not always the same. It may well depend on the special 
circumstances of the experiment. For instance, an increase in payoffs has an impact if the payoff a subject receives at the end of the experiment 
depends on the effort involved. A good example is provided by experiments testing memory ability. Here it is profitable for the subjects to be more 
attentive and the more they can earn, the more attentive they actually are. 


• The size of the payoff, on the other hand, has no influence in experiments in which the subjects already have a sufficiently high level of intrinsic 
motivation or in which any additional effort is not worthwhile because the payoff function is flat. Such experiments show, however, that the variance 
decreases, i.e. the average amount given remains the same, but there are fewer deviations upwards or downwards. The size of the payoff also has 
little influence on the behavior under risk. At best, there is a slight tendency towards more risk-averse behavior. 


• The following rule of thumb should suffice: it is necessary to set noticeable but not exorbitantly high incentives. As a rule, the size of the payoff 
should be based on the opportunity costs of the subjects in the experiment. 



Is It Okay to Take Money from Subjects of Experiments? 

• In economic contexts, but also in other important situations in society, it is possible that decisions taken by people result in 
losses. Sometimes it is even the case that people may only be able to exert an influence on how high a loss is and are no 
longer able to avoid it altogether. 


• An important and interesting question is whether decision-making behavior in the event of losses mirrors that of gains or 
whether there are systematic differences. The only way forward experi- mentally is to conduct experiments in which subjects 
actually face the risk of loss or even have to accept a loss with certainty. In such a case, the experimenter takes money 
away from the subject. Is he allowed to do this? Should he do this? 


• It is sometimes claimed that it is unethical to take money from subjects of experiments if they make losses in the laboratory. 
This poses a dilemma for the experimenters. On the one hand, it is important to find out how people react to possible 
losses. On the other hand, experiments must be designed in such a way that the subjects end up receiving money and not 
having to pay anything. A popular method of overcoming this dilemma is to design experiments in such a way that, although 
there is a possibility that losses may occur in individual parts of the experiment, on average there will be no loss at the end 
of the experiment. 


• Incorporating losses without any actual losses being incurred is one way of avoiding the dilemma. However, such 
approaches are compromises since they only reflect real losses in a limited sense. Not paying for all the losses that result in 
an experiment can bias decisions. A frequently implemented alternative to this is to pay the subjects a sufficiently high 
“show-up fee”, from which the potential losses can be paid.



The House Money Effect 
• Monetary incentives are usually created in the experiment by, in a sense, pressing money into the hands of the subjects, who then can use it 

in the experiment. The basic idea here is that the value of money does not depend on where it comes from. Whether you work hard for 10 
euros, find it on the street or win it in a lottery, it makes no difference to the quantity of goods you can buy for that money. 


• So why should 10 euros received as a gift be worth less than the 10 euros earned? This view stems from rational choice theory. The notion 
that money always has the same value cannot be shaken, and under the requirements of the neoclassical rational choice model it would 
simply not be reasonable to value endowed money any differently from earned money. 


• However, it obviously makes a difference whether the money used in an experiment is “your own money” or money provided by the 
experimenter. This endowed money is something like a windfall profit, i.e. income that simply lands in your pocket without you having to do 
anything about it. 


• It is quite obvious that the unexpected gain changes your behavior – even if this is difficult to reconcile with rational behavior. It can be 
assumed that after a windfall profit, the propensity to consume increases just as much as the willingness to take risks. If that is the case, then 
of course this is highly relevant for the design of the payoffs in an experiment. The only question is how to experimentally test the effect of 
monetary gifts. How do we get people to use their own money in an experiment? Such an experiment is likely to make recruiting subjects 
quite difficult. For this reason, a different approach is taken. 


• Instead of the subjects having to spend their own money, the experimenter has them perform a task for the money they receive. The type of 
task can be freely chosen. The crucial point is that the subjects no longer have the feeling that they have been given the money to use in the 
experiment. This is not quite the same as using their own, self-earned money, but if it turns out that in this sense money that is not endowed 
is treated differently from money that is, then it is safe to assume that it is the “house money effect” that describes this. 



Is It Permissible to Lie to Subjects of Experiments? 
• Experiments in which the subjects can suffer losses are very rare and even rarer are experiments in which they actually have to pay 

something. Most seldom, however, are experi- ments in which subjects are lied to – at least in experimental economic research. At 
first sight, this seems to be self-evident, since lies seem to be at least as unethical as asking for money. In light of this, it should be 
clear that such a thing is simply not done. 


• On closer inspection, however, it can be seen that honesty in the laboratory is a specialty of economists and that there are other 
disciplines which are far from being as strict about this as economics. It is therefore worth taking a look at why economists insist on 
honesty and why, for example, experimental psychologists often fail to do so.


• There is a very broad consensus within the scientific community of experimental economists that deception cannot be tolerated. 
According to the argument, lying would lead to the experimenters gaining a reputation of not being honest. This, in turn, would have 
disastrous consequences because, if the subjects were to suspect that they were being lied to in the laboratory, how would it 
possible to monitor their preferences? 


• If the experimenter did not know which game the subjects thought they were actually playing, he could, strictly speaking, no longer 
draw any conclusions from their behavior. Such a scenario must be prevented and can only be achieved by the experimenters 
defending their reputation of being honest.


• An important question does remain to be resolved in this connection, however. When does dishonesty begin? The rule could be 
formulated as follows. Everything that is said to the subjects must be true. However, the whole truth does not always have to be told 
all at once.  



Are Students the Right Subjects? 
• Well over 90% of all laboratory experiments are carried out with student subjects. And this not only applies to laboratory experiments 

in economics. Is this the right choice? This is a question which is constantly being raised with concern. Is it really possible to learn 
something about the behavior of people in general from the behavior of students? Or are students actually too “special”, i.e. not 
sufficiently representative? 


• Students simply have many advantages. First of all, they are readily available, being represented in large numbers at universities and 
blessed with a relatively large amount of freely available time. That is why they can take part in an experiment, for example, at 2 in the 
afternoon or at 10 in the morning. Another advantage is that it can be assumed that students generally understand relatively easily and 
quickly what is expected of them in the experiment. From the point of view of the experimenters, it is also an advantage that students 
are often short of money and therefore gladly take the opportunity to earn something by participating in an experiment. The relatively 
low opportunity costs in terms of time mean that the monetary incentives set in the experiment do indeed carry a high weighting. 


• These advantages are to a degree mirror images of the disadvantages of conducting experiments with non-student subjects. 
Recruiting the latter is much more difficult and time-consuming. If they are working people, only laboratory hours after work can be 
considered. In other words, it is necessary to get people to spend their scarce free time in the evening in the laboratory instead of at 
home with their families. In addition, it is difficult to establish initial contact. Students can be recruited relatively easily in lectures and 
are therefore usually represented in large numbers in a database of experimental subjects. Recruitment can be done at the push of a 
button or with a few clicks. 


• This is not the case for non-students. Moreover, the opportunity costs are significantly higher for employed people than for students, 
with experiments with non-students, therefore, always being more expensive than those with students. 



Are Students the Right Subjects? 
• However, inviting students into your laboratory may create a double selection bias. First, students differ systematically from the average population. 

On the one hand, they are younger and better educated; on the other hand, they do not have the experiences of an average adult. For instance, they 
have no professional experience, do not know what it is like to pay income tax or to negotiate for their salary. These systematic differences make it 
difficult to transfer the decisions observed by students to the average population. 


• The second selection bias comes into play when students participate voluntarily in experiments. It cannot be ruled out that only certain types of 
students participate in experiments. What is particularly worrying is that this self-selection process affects the preferences of the subjects, both their 
risk preferences and their social, or other regarding, preferences. 


• Are students different from non-students? Exadaktylos et al. (2013) conclude that there is no significant difference in social behavior between 
student volunteers and non-student volunteers. These findings admittedly contrast with a whole series of observations showing significant 
differences between students and non-students. 


• For example, Falk et al. (2013) found that in a trust game, non-students paid back significantly higher amounts to the first movers than students did. 
In the experiment already mentioned by Anderson et al. (2013), it can also be seen that students behaved much more selfishly than the adult 
volunteers and the truck drivers. Cappelen et al. (2015) examine social behavior in a dictator game experiment and in a trust game experiment. They 
also find significantly more pronounced social preferences in a group of subjects consisting of representative persons (of Norwegian society) 
compared to a group of students. Belot et al. (2015) come to the same conclusion. They also find that students are more likely to be able to think 
strategically than “normal citizens”. 


• However, all in all, students are not the worst possible choice. The differences to the rest of the population tend to be moderate, while the use of 
experts in experiments is not unproblematic. Therefore, using students as subjects may well represent a good alternative in the vast majority of 
cases. This does not rule out the possibility that there may be specific questions in which it seems advisable to conduct experiments with a more 
representative population. 



Cultural Differences 
• The experimental method has long been used worldwide. The papers that result are published internationally and are recognized by the 

international scientific community, for whom national borders are not really important. But all this does not change the fact that the 
subjects of the experiments are almost always recruited within the region in which the laboratory is located. This raises the question of 
whether experimental results obtained in different countries can be easily compared. In other words, does it matter which country the 
subjects come from and what cultural background they have?


• Studies in which cultural differences are investigated usually have to contend with methodological problems resulting from the need to 
ensure that experiments in differ- ent countries differ only in terms of the cultural background of the subjects involved. This is not trivial 
because two experiments taking place in two countries can also differ in other dimensions, for example frequently in the language 
spoken and possibly also in the currency in which the money is paid out. The language difference may necessitate the use of different 
experimenters who speak the national language, thus leading to a further difference. 


• Intercultural studies have made it clear that social norms can be assumed to develop very differently on a local level. It should be noted 
at this juncture that this is an important insight in two respects. First, it once again demonstrates that human decisions are also 
massively influenced by social norms – and not just by a rational, materialistic process of evaluation. Second, it again renders invalid the 
rational choice theory’s claim to provide an explanation for all behavior. 


• It appears that certain behavioral differences can often only be explained by resorting to local social norms. It is an important research 
question of the future for which type of decisions this is valid and for which the universal claim of the rational choice model can still be 
made. However, given all the cultural differences revealed by the experimental research conducted so far, it should be emphasized that 
these are mostly limited to differences in degree and only very rarely include qualitative differences. In other words, the patterns of 
human behavior demonstrated in laboratory experiments seem to be very similar across cultural borders. 



Risk Behavior in the Laboratory 
• In the context of the economic model of rational choice, a person’s decision is basically understood as an act of choosing from a well-

defined set of alternatives, taking into account the respective restrictions. The prerequisite for this is the existence of a preference, which 
transforms the alternatives available into an ordering. 


• This preference ordering is represented by a utility function that assigns values to the elements of the set of alternatives according to 
their position in the preference ordering. In this way, three different types of choices are presented: first, the choice between alternative 
bundles of goods; second, the decision on when to consume (consumption today or in the future); and thirdly, a choice between 
lotteries, i.e. between a number of different alternatives involving risk. 


• The first decision is taken on the basis of a preference ordering for bundles of goods, while the second decision presupposes the 
existence of a rate of time preference. This rate is used to place a valuation on current and future consumption. As a rule, the shift of 
consumption into the future means that it is necessary to temporarily forego consump- tion, which leads to a utility loss. Depending on 
the extent of this loss, the rate of time preference indicates how much higher future consumption must be in order to corre- spond to 
current consumption. 


• The third choice presupposes that the decision-maker has an idea of how he evaluates the risk associated with different lotteries. This is 
referred to as a risk preference. Based on expected utility theory, in economics three classes of risk preference are frequently 
distinguished. Risk neutrality occurs when a decision-maker is indifferent between choosing a lottery and a guaranteed payoff that 
corresponds exactly to the expected value of the lottery. In this sense, the decision-maker does not pay any attention to the risks 
associated with the lottery. Risk-averse decision-makers prefer the guaranteed payoff to the lottery with identical expected value 
because by doing so they can elimi- nate the risk. Risk-seekers, on the other hand, prefer the lottery to the guaranteed payoff because 
they value the chances of winning offered by the lottery. 



Risk Behavior in the Laboratory 
• In the laboratory, all three types of preferences (goods preference, time preference and risk preference) can in 

principle play a role. Using the induced value method, we have already explained how preference for goods is 
modeled. Time preferences rarely play a role in experiments because decisions in the laboratory usually have 
consequences immediately and not first at some time in the distant future. Therefore, knowledge of the relevant 
time preference is not usually so important for conducting an experimental study – unless it is specifically the 
focus of the investigation. 


• The picture is entirely different when it comes to risk preference. In many situations, it is essential for the 
experimenter to know the risk attitude of the subjects. This is quite obvious when models on the risk attitudes 
of the actors are being tested. For example, if an auction model requires that bidders behave in a risk-neutral 
manner, and if the Nash equilibrium is based on this assumption, the model can only be tested in the laboratory 
with subjects who are actually risk-neutral. Testing the model with risk-averse subjects may mean that the 
Nash equilibrium is not observed, although the model might have been confirmed with risk-neutral subjects. 


• The question is, of course, whether risk preferences cannot be induced in a similar way to preferences for 
bundles of goods. In order for risk neutrality to be induced, it is neces- sary to fulfill an axiom that says 
something about how individuals maximizing expected utility behave when dealing with a compound lottery, 
i.e. a lottery whose winnings are lottery tickets. 



Risk Behavior in the Laboratory 
• However, the experimental results show that, especially for more complex decision-making situations the theoretical justification for the 

assertion that binary lotteries induce risk neutrality no longer exists. Given these findings, it is unlikely that we can get around revealing 
the risk preferences of the subjects. A whole series of methods for doing this have been intensively discussed in the literature. 


• The most widespread and best-known method is the multiple price list (MPL), which was used especially by Holt and Laury (2002) and is 
therefore also known as the Holt-Laury method. In this procedure, the subjects have to make a series of choices between two binary 
lotteries. Lottery A has payoffs that are relatively close to each other, for example $2.00 and $1.60.16 Lottery B has more divergent 
payoffs, such as $3.85 and $0.10. The ten choices between the two lotteries differ in terms of the probabilities of the payoffs. 


• Up to and including the fourth choice, lottery A has a higher expected payoff than lottery B, i.e. a risk-neutral decision-maker should 
choose lottery A for the first four decisions. A risk-averse decision-maker will not switch over to lottery B at the fifth decision and 
possibly not even at decision six to a maximum of decision nine. After all, risk aver- sion means that a person is willing to accept a lower 
expected payoff if it reduces the risk. The line as of which the decision-maker’s risk aversion crosses over from A to B provides 
information on the extent of the decision-maker’s risk aversion.


• The Holt-Laury method is often used in conjunction with the random-lottery incentive system, which means that not all lines of are 
played and paid off, but only a randomly selected one. This payoff mode does not change the incentive compatibility of the method. 
Given that a random move determines which line is played, the best answer is to make a choice that corresponds to the risk preference 
that actually exists, thus ruling out (in the case of rational behavior of the subjects) the possibility of strategic behavior, in which a 
different lottery is chosen instead of the one actually pre- ferred. 





Risk Behavior in the Laboratory 
• The Holt-Laury method has several advantages that explain why it is used relatively frequently. For one thing, it is easy to understand and easy to 

use. In addition, there are to a certain extent built-in checks that can be used to determine whether the subjects have understood the procedure. For 
example, a subject should not choose A in the last line – unless he prefers a safe $2.00 to a safe $3.60. Moreover, the decisions should be 
consistent. Having switched from A to B, those who have understood the procedure and who behave in line with expected utility theory should not 
change back again. Another advantage is that the method is incentive-compatible. 


• In addition to the Holt-Laury method, there are others that can always be used to iden- tify risk preferences. We would like to present one of them in 
more detail, seeing as it is also very common and is not only used to uncover risk preferences. In the Becker-DeGroot-Marschak (BDM) method, 
which has been in existence since Becker et al. (1964), the subjects are required to participate in a lottery and state their “selling price”, i.e. indicate 
the minimum price for which they are willing to sell the lottery ticket. 


• The subjects are informed that a “purchase price” will be randomly selected from a relevant interval, for example, between the minimum and 
maximum payoff of the lottery. If the selling price is higher than the purchase price, the lottery is played; if it is lower, the lottery ticket is sold to the 
experimenter at the purchase price. As a result of the random draw, the method is incentive compatible. Given that the purchase price is 
independent of which selling price is chosen, the weakly dominant strategy in this game is to state the true valuation of the lottery as the selling 
price. These prices can then be used to draw conclusions about risk preferences. Thus, risk neutrality implies that the selling prices correspond to 
the expected payoffs, while risk aversion, that they are lower and risk seeking, that they are higher. 


• The BDM method can be used quite generally to determine the willingness to pay for goods in an incentive-compatible manner. However, this 
presupposes that the subjects have understood that the weakly dominant strategy is to specify the true valuation as the price. Although meeting this 
requirement cannot be taken for granted, it is relatively easy to explain it using examples. If the instructions are formulated with due care, there 
should be no difficulties in understanding the BDM method, at least. Both the Holt-Laury and the BDM methods are simple to use and reveal the risk 
preferences of the subjects of experiments with comparatively high reliability. 



Selecting the Payoff Mechanism 
• As a rule, economic experiments use monetary payoffs to create incentives in the labo- ratory, which are assumed either to be effective in the model 

(to be tested) or to play a role in real decisions. This raises not only the question of how large the incentives should be, but also how they should be 
paid. This question becomes much more important when the subjects make several decisions. In the last section, we dealt with experiments that 
deal with this very issue. In order that information about the risk preference of the subjects can be obtained, they are usually required to perform 
several lottery comparisons. However, repeated deci- sions or several similar decisions are not an exclusive feature of experiments to reveal risk 
preferences. On the contrary, they can be found in many contexts. 


• At first glance, one might think that in such cases it is the gold standard to pay off all the decisions of all the subjects. Whether this standard is 
achieved solely depends on the funds available. But this point of view is wrong because the “pay-each-task” payoff method is only acceptable if it is 
ensured that the subjects of this method treat each indi- vidual decision as if they only had to make that one decision, thus making it necessary to 
examine each decision in isolation. However, there are good reasons for believing that in many cases this just cannot be guaranteed. Two effects can 
prevent this isolation hypothesis from being fulfilled. 


• First, income effects can lead to decisions later in the experiment taking place under conditions that differ from those prevailing at the time of earlier 
decisions. If every decision is paid off individually, a subject can calculate how much he or she has already earned. 


• The second effect that is capable of violating isolation is the portfolio effect. This means that in the case of decision under risk, the combined effect 
of decisions can lead to different results than if all individual decisions are taken separately. Take as an example the two-stage choice between two 
lotteries A and B, with the former being less risky than the latter. A risk-averse decision-maker would choose (A, A) for isolated decisions while a 
risk-seeker would choose (B, B). However, if the decision-maker can form a portfolio of both lotteries, it is possible that (A, B) has a higher expected 
utility than (A, A) and the risk-averse decision-maker therefore prefers (A, B) 


• Wealth effects and portfolio effects can occur in repeated decisions in many cases and should therefore be eliminated by appropriately choosing the 
payoff mechanism. As a result, a lot of experiments pay for only one randomly selected decision, just as in Holt-Laury example.



Eliciting Beliefs 
• The great advantage of the experimental method is that it allows decision processes to be observed under controlled conditions. By 

systematically changing individual parameters in the experimental treatments, we obtain behavioral data that provide information on 
how the conditions under which choices are made influence the behavior of the subjects in the experiment. There is admittedly one 
constraint we need to accept. 


• The behavior we observe is the result of individual calculations (perfectly rational or boundedly rational) in which two factors that we 
cannot directly observe play an important role: the preferences and the beliefs of the subjects. It may not be possible to deduce, from 
the behavioral data, what contribution these two things made to the decision. 


• When considering the possibility of eliciting beliefs, two important questions arise: first, how best to do this, and second, does eliciting 
have any effect on the actions of subjects? At first sight, there is a straightforward solution to this problem, and that is by eliciting the 
beliefs after the subjects have made their decision. This does have some drawbacks, however. 


• For example, there is uncertainty as to whether the beliefs will not then be adjusted retrospectively. It could well be the case that it is 
not the beliefs that are then the basis of the decision, but rather that the decision that has already been taken determines what beliefs 
are reported when subsequently elicited. This risk is, of course, diminished if there are monetary incentives to state the true beliefs.


• If eliciting beliefs is an important element of the experiment and if the formation of beliefs takes place via a complex process, then it is 
advisable – to be on the safe side – to choose an incentivized method of eliciting beliefs. Nevertheless, in many cases simple 
elicitation without monetary incentives should be sufficient. Risk aversion of the subjects is in principle a problem, but the 
experimental findings indicate that this does not play a particular role in quantitative terms when eliciting beliefs. 


