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Games, games, games
• What games do you play in your life?


• Men and women play games of seduction.


• Students and professors play a game of cheating and detection.


• Companies and employees play bargaining games about salaries and conditions.


• Entrepreneurs play economic games against their competition to determine price, 
quantity, or quality.


• Politicians play the game of electoral preferences.


• War generals play a game of land acquisition.


• And athletes play a game of winning and losing.


• In other words, people are playing a game with each other whenever they are in contact 
with each other.



Strategic interactions
• A large number of decisions in our day-to-day lives require us to 

engage in “strategic decision making”. 


• It means that what I decide to do in a particular situation will affect the 
well-being of another person (or group of people) – and, in turn, what 
someone else does will crucially impact upon my own well-being. 


• Same holds true for firms and their partners or competitors.


• Theses situations can be thought of as “games” with us as “players”, 
and they can be analysed using the tools of game theory. This 
interdependence causes each player to consider the other player’s 
possible decisions, or strategies, in formulating his own strategy. 
Players may have similar, opposed, or mixed interests. A solution to a 
game describes the optimal decisions of the players.



Game theory
• Developed by John von Neumann and  Oskar Morgenstern (1944)


• Game theory is a set of tools used to help analyze situations where an individual’s best 
course of action depends on what others do or are expected to do. Game theory allows 
us to understand how people act in situations where they are interconnected. 


• Connections between people arise in all sorts of situations. Sometimes through 
cooperation with others, we can achieve more than we can on our own. Other times, 
conflict arises where an individual benefits at the expense of others. And in many 
situations, there are benefits to cooperation but elements of conflict also exist. 


• In stressing the strategic aspects of decision making, or aspects controlled by the 
players rather than by pure chance, the theory both supplements and goes beyond the 
classical theory of probability. 


• Because game therory can help analyze any environment where the person’s best 
action depends on others’ behavior, it has proven useful to analyze strategic 
interactions in wide variety of fields.



Classification of games
• Number of players (player need not be an individual)


• one-person - games against nature, no opponents, the player only needs to list available options and then choose the optimal outcome. 


• two-person


• n-person (with n greater than two)


• Information


• perfect - each player knows everything about the game at all times (chess) 


• imperfect - players do not know all of their opponents’ possibilities (poker)


• The extent to which the goals of the players coincide or conflict


• Constant-sum games are games of total conflict (pure competition), players have completely opposed interests


• Variable-sum games - players may all be winners or losers (labour-management dispute)


• cooperative (players can communicate and, most important, make binding agreements)


• noncooperative (players may communicate, but they cannot make binding agreements)


• Number of options


• Finite - each player has a finite number of options, the number of players is finite, and the game cannot go on indefinitely


• Infinite



Variables
• Players: Who is interacting?


• Strategies: What are the options of each player? In what order do players act?


• Payoffs: How do strategies translate into outcomes? What are players’ preferences over 
possible outcomes?


• Information/Beliefs: What do players know/believe about the situation and about one 
another? What actions do they observe before making decisions?


• Rationality: How do players think?


• A solution concept - “Nash equilibrium” =  a profile of strategies where each player’s 
strategy is a “best response” to the strategies of others (i.e. gives him the highest payoff 
among his strategies, given the others’ strategies). Note that the Nash equilibrium 
requires players to have correct beliefs about the strategies of others. Nash equilibria 
can be in “pure strategies” (each player chooses one strategy with certainty) or in 
“mixed strategies” (players choose randomly among a set of strategies). 



Descriptions
• A game can be described in one of three ways - in extensive, normal, or characteristic-function form. 


• Extensive 


• most parlour games, which progress step by step, one move at a time


• can be described by a “game tree,” in which each turn is a vertex of the tree, with each branch indicating the players’ successive 
choices


• Normal (strategic) form


• primarily used to describe two-person games


• game is represented by a payoff matrix, wherein each row describes the strategy of one player and each column describes the 
strategy of the other player. 


• The matrix entry at the intersection of each row and column gives the outcome of each player choosing the corresponding 
strategy


• The payoffs to each player associated with this outcome are the basis for determining whether the strategies are “in equilibrium,” 
or stable.


• The characteristic-function form


• generally used to analyze games with more than two players


• indicates the minimum value that each coalition of players—including single-player coalitions—can guarantee for itself when 
playing against a coalition made up of all the other players.



One-person games
• Games against nature


• With no opponents, the player only needs to list available 
options and then choose the optimal outcome. 


• For example, a person deciding whether to carry an umbrella 
weighs the costs and benefits of carrying or not carrying it. 
While this person may make the wrong decision, there does 
not exist a conscious opponent. 


• Nature is presumed to be completely indifferent to the 
player’s decision, and the person can base his decision on 
simple probabilities.



Two-Person Constant-Sum 
Games

• Games of perfect information - chess, checkers, go... 


• such games are strictly determined; by making use of all available information, the players 
can deduce strategies that are optimal, which makes the outcome strictly determined


• chess - exactly one of three outcomes must occur if the players make optimal choices


• For a simple game like crosses and noughts, any match between humans should end in a 
draw,


• Chess is much more complicated, but in principle, a sufficiently 
powerful supercomputer could determine which of the three outcomes will occur. 


• However, considering that there are some 1043 distinct 40-move games of chess possible, 
there seems no possibility that such a computer will be developed now or in the foreseeable 
future. 


• Therefore, while chess is of only minor interest in game theory, it is likely to remain a game 
of enduring intellectual interest.



Saddlepoint
• A “saddlepoint” in a two-person 

constant-sum game is the outcome that 
rational players would choose. 


• A saddlepoint always exists in games of 
perfect information but may or may not 
exist in games of imperfect information. 


• By choosing a strategy associated with 
this outcome, each player obtains an 
amount at least equal to his payoff at that 
outcome, no matter what the other player 
does. 


• This payoff is called the value of the 
game; as in perfect-information games, it 
is determined by the players’ choices of 
strategies associated with the 
saddlepoint, making such games strictly 
determined.



Constant vs.  
Variable sum games

• Constant-sum games are win-lose games. Whatever you win in those situations, the other party has to lose. The 
players in constant-sum games games have diametrically opposed interests, and there is a consensus about what 
constitutes a solution (=everybody plays their dominant strategy). Theoretically, the outcome of the game (the Nash 
equillibrium) is predictable. 


• Most games that arise in practice, however, are variable-sum games; the players have both common and opposed 
interests. For example, a buyer and a seller are engaged in a variable-sum game (the buyer wants a low price and 
the seller a high one, but both want to make a deal).


• Some “obvious” properties of two-person constant-sum games are not valid in variable-sum games. In constant-
sum games, for example, both players cannot gain (they may or may not lose, but they cannot both gain) if they are 
deprived of some of their strategies. In variable-sum games, however, players may gain if some of their strategies 
are no longer available.


• The effect of communication is particularly revealing of the difference between constant-sum and variable-sum 
games. Communication is pointless in constant-sum games because there is no possibility of mutual gain from 
cooperating. 


• In variable-sum games, on the other hand, the ability to communicate, the degree of communication, and even the 
order in which players communicate can have a profound influence on the outcome. A player may want an 
opponent to be well-informed. This can be advantageous for both parties (strikes) or only for some (competition, 
blackmailing) 


• Generally, the more two players’ interests coincide, the more important and advantageous communication 
becomes.



Coordination
• Many situations in social life require the coordination of activities. 


• At an abstract level, any game with multiple equilibria is a coordination game. 


• Which equilibrium, if any, will people play? 


• Important issues concern the role of saliency or communication as coordination devices. 


• “Stag-hunt” game – 2 equilibria - “payoff-dominant” and “risk-dominant” 


• The stag hunt, sometimes referred to as the assurance game, trust dilemma or common interest game, describes a conflict 
between safety and social cooperation. 


• Two hunters must decide separately, and without the other knowing, whether to hunt a stag or a rabbit. However, both hunters 
know the only way to successfully hunt a stag is with the other's help. One hunter can catch a rabbit alone with less effort and 
less time, but it is worth far less than a stag and has much less meat. 


• Therefore, it would be much better for each hunter, acting individually, to give up total autonomy which brings only the small 
reward of the rabbit. Instead, each hunter should separately choose the more ambitious and far more rewarding goal of getting 
the stag, thereby giving up some autonomy in exchange for the other hunter's cooperation and added might. 


• Commentators have seen the situation as a useful analogy for many kinds of social cooperation, such as international 
agreements on climate change.


• Experiments show that, after some initial miscoordination, play converges to an equilibrium. Yet, unless the players can 
communicate, they almost invariably end up playing the risk-dominant instead of the payoff-dominant equilibrium.



Stag Hunt Game



• From the past experiments, it seems that in a basic stag hunt game, the risk dominant rabbit equilibrium is chosen 
overwhelmingly. However, subjects are attracted to the payoff dominant stag equilibrium and will coordinate on it if 
they are able to communicate before the game. 


• Coordination of the form captured by the stag hunt and minimum effort games (also known as weakest link games, 
which is basically a stag hunt with many participants) is also important in organizational settings, where the 
disparate parts of a production or service system all need to complete their tasks in a timely fashion. Similarly, a 
project with multiple critical paths can be delayed by any one path going over schedule. For example, an airplane 
can only take off if all the preparations are finished: passengers boarded, flight crew prepped, luggage loaded, etc. 
Any work group falling behind delays the whole flight. A natural question is then what kind of institutional features 
best support coordination, and what kind of managerial interventions can lead to coordination improvements. 


• Large coordinating groups can emerge by taking small groups that are coordinating well and slowing growing them. 
Other managerial and institutional interventions can also improve coordination. Requiring players to pay an up‐front 
fee increases coordination on higher actions. They argue this behavior is consistent with forward induction and loss 
aversion: Subjects are reluctant to enter the game intending to play an equilibrium that would yield negative payoffs. 
Brandts and Cooper (2007) add a subject in a managerial role that can both communicate with the coordinating 
employees and give them financial incentives. While financial incentives are helpful, communication is even more 
effective. Indeed, the most effective communication strategy is simple: Ask for high effort, emphasize the mutual 
benefits of high effort, and suggest employees are well paid. 



Prisoners’ dilemma 
• To illustrate the kinds of difficulties that arise in 

two-person noncooperative variable-sum 
games, consider the celebrated prisoner’s 
dilemma (PD)


• Two prisoners, A and B, suspected of 
committing a robbery together, are isolated and 
urged to confess.


• Each is concerned only with getting the 
shortest possible prison sentence for himself; 
each must decide whether to confess without 
knowing his partner’s decision. 


• Both prisoners, however, know the 
consequences of their decisions: 

• (1) if both confess, both go to jail for five 

years;

• (2) if neither confesses, both go to jail for 

one year (for carrying concealed weapons); 

• (3) if one confesses while the other does 

not, the confessor goes free (for turning 
state’s evidence) and the silent one goes to 
jail for 20 years. 



Prisoners’ dilemma  
(cooperation)

• Although A cannot be sure what B will do, he knows that he does best to confess when B confesses 
(he gets five years rather than 20) and also when B remains silent (he serves no time rather than a 
year); analogously, B will reach the same conclusion. 


• So the solution would seem to be that each prisoner does best to confess and go to jail for five years.


• Paradoxically, however, the two robbers would do better if they both adopted the apparently irrational 
strategy of remaining silent; each would then serve only one year in jail. 


• The irony of PD is that when each of two (or more) parties acts selfishly and does not cooperate with 
the other (that is, when he confesses), they do worse than when they act unselfishly and cooperate 
together (that is, when they remain silent).


• PD is not just an intriguing hypothetical problem; real-life situations with similar characteristics have 
often been observed.


• For example, two shopkeepers engaged in a price war may well be caught up in a PD. 


• Similarly, nations competing in an arms race and farmers increasing crop production can also be seen 
as manifestations of PD. 



One-shot vs.  
repeated game

• People often interact in ongoing relationships. For example,  most employment relationships last a long 
time. Countries competing over tariff levels know that they will be affected by each others’ policies far into 
the future. Firms in an industry know that they are not playing a static game but one in which they compete 
everyday over time. 


• In all of these dynamic situations, the way in which a party behaves at any given time is influenced by what 
this party and others did in the past. In other words, players “condition” their decisions on the history of 
their relationship. An employee may choose to work hard only if his employer gave him a good bonus in the 
preceding month. One country may set a low import tariff only if its trading partners had maintained low 
tariffs in the past. Repeated games help explain why ongoing economic phenomena produce behavior very 
different from those observed in a one-time interaction.  


• If players believe that future behavior will be affected by the nature of current interaction, they may behave 
in ways that they would not otherwise. The prospect of reciprocity, either by way of rewards or 
punishments, is what separates a repeated game from a one-shot game. Rewards or punishments have to 
be credible in the sense that players will only believe them if they are part of a subgame perfect 
equilibrium.If a player believes that 


• “no good deed today will go unrewarded tomorrow”, then he will have a greater reason to do a good 
deed


• “no bad deed today will go unpunished tomorrow”, he may be less inclined to do a bad deed today.



Oligopoly market structure
• The petrol/service station market structure is usually that of an oligopoly. An oligopoly has a small number of firms supplying the 

market, so there is some competition. In an oligopoly, a firm is concerned with how their rivals will react to any action it takes.


• Let’s assume the following: The monopoly price is $2 and the quantity traded is 50,000 litres. The competitive price is $1 and the 
quantity traded is 100,000 litres. If there is only one petrol station, so it produces the monopoly outcome, and makes positive 
economic profits of $50,000. 


• What happens if another petrol station enters the market? Either they collude on monopoly price, or the price war begins…


•



Oligopoly market structure
• At the monopoly outcome in duopoly market structure, each firm has an incentive to increase its 

output in order to obtain a larger share of the total profit.  


• However, when total market output increases, the price must fall.  This process continues until 
output increases are outweighed by price falls and profit would decline. Hence, firms that act in their 
own self interest produce an outcome where output is above the monopoly level but below the 
competitive one. 


• The two petrol stations would in fact be better to cooperate.  They could both make more money in 
total if they moved to the monopoly outcome. However there is the tension that then exists to break 
the deal, and profit by supplying a greater output, it the other one held to the deal. This is why these 
sorts of agreements  - known as a cartel - are typically unstable. They are also generally illegal.


• For firms that decide to collude, there usually must be some way of punishing those who cheat.  
Such threats of punishment must be credible.


• If another service station joins the market, the incentives remain the same but push the market 
outcome further towards the competitive outcome. The addition of many petrol stations pushes the 
market all the way to the competitive outcome. Collusion type agreements become much more 
difficult and even more unstable.



The Market for Lemons 
• When a consumer buys a used car it may be very difficult for him to determine whether or not it is a good car 

or a lemon. By contrast, the seller of the used car probably has a pretty good idea of the quality of the car. 


• Such asymmetric information may cause significant problems with the efficient functioning of a market. 


• Consider a market with 100 people who want to sell their used cars and 100 people who want to buy a used 
car. Everyone knows that 50 of the cars are “plums” and 50 are “lemons.” The current owner of each car 
knows its quality, but the prospective purchasers don’t know whether any given car is a plum or a lemon. 


• The owner of a lemon is willing to part with it for $1000 and the owner of a plum is willing to part with it for 
$2000. The buyers of the car are willing to pay $2400 for a plum and $1200 for a lemon. In this case the 
buyers have to guess about how much each car is worth. If a car is equally likely to be a plum as a lemon, 
then a typical buyer would be willing to pay the expected value of the car = $1800. 


• But who would be willing to sell their car at that price? At a price of $1800 only lemons would be offered for 
sale. Buyers would therefore (correctly) expect to get a lemon. In this market, none of the plums ever get sold! 
Even though the price at which buyers are willing to buy plums exceeds the price at which sellers are willing 
to sell them, no such transactions will take place. 


• The problem is that there is an externality between the sellers of good cars and bad cars; when an individual 
decides to try to sell a bad car, he affects the purchasers’ perceptions of the quality of the average car on the 
market. This lowers the price that they are willing to pay for the average car, and thus hurts the people who 
are trying to sell good cars. It is this externality that creates the market failure. 



Asymmetric information
• Basic economic theories assume that buyers and sellers are both perfectly 

informed about the quality of the goods being sold in the market. This assumption 
can be defended if it is easy to verify the quality of an item. If it is not costly to tell 
which goods are high-quality goods and which are low-quality goods, then the 
prices of the goods will simply adjust to reflect the quality differences. 


• However, if the information about quality is costly to obtain, then it is no longer 
plausible that buyers and sellers have the same information about goods involved 
in transactions. Thus, a key feature of the real world is asymmetric information. 


• In economics asymmetric information arises when the two sides of the market 
have different information about the goods and services being traded. In particular, 
sellers typically know more about what they are selling than buyers do. 


• While information asymmetries inevitably arise, the extent to which they do so and 
their consequences depend on how the market is organized, and the anticipation 
that they will arise affects market behavior. 



Hidden knowledge vs. 
hidden action

• There are two basic forms of asymmetric information that can be distinguished. 


• Hidden knowledge refers to a situation in which one party has more 
information than the other party on the quality (or “type”) of a traded good or 
contract variable. Hidden knowledge leads to the adverse selection problem. 
Can be fixed by transferring information from more informed to less informed 
party (signalling) or from less informed to more informed party (screening)


• Hidden action is when one party can affect the “quality” of a traded good or 
contract variable by some action and this action cannot be observed by the 
other party. From hidden actions arises the moral hazard problem. This refers 
to the inefficiency that arises due to the difficulties in designing incentive 
schemes that ensure the right actions are taken. For instance, the price 
charged for insurance must take into account of the fact that an insured 
person may become more careless once they have the safety net of 
insurance cover. 



Hidden knowledge
• Examples


• Workers know more about their own abilities than the firm does; 


• Doctors know more about their own skills, the efficacy of drugs and what treatment 
the patients need than do either the patients themselves or the insurance companies; 


• The person buying life insurance knows more about his health and life expectancy, 
than the insurance firm; 


• The owner of a car knows more about the quality of the car than potential buyers; 


• The owner of a firm knows more about the firm than a potential investor; 


• The borrower knows more about the riskiness of his project than the lender does; etc.


• Hidden knowledge leads to the adverse selection problem.



Hidden action
• Second form of information asymmetry is hidden action. Examples:


• The manager of a firm does not seek to maximize the return for shareholders but instead trades off her 
remuneration for less work effort, when it does not simply divert some profit.


• Firms may find most profitable to make unsafe products when quality is not easily observed. 


• Employers also want to know how hard their workers work. 


• Insurers want to know what care their insured take to avoid an accident. 


• Lenders want to know what risks their borrowers take. 


• Patients want to know if doctors do the right things or if, in an attempt to protect themselves from 
malpractice suits, they choose conservative medicine, ordering tests and procedures that may not be 
in the patient’s best interests, and surely not worth the costs. 


• The tax authority wants to know if taxing more may induce people to work less or to conceal more 
income. 


• Government wants to know if more generous pension replacement rates may induce people to retire 
earlier.



Moral hazard
• From hidden actions arises the moral hazard problem. This refers to the inefficiency that arises due to the 

difficulties in designing incentive schemes that ensure the right actions are taken. For instance, the price 
charged for insurance must take into account of the fact that an insured person may become more careless 
once they have the safety net of insurance cover. 


• In other words, moral hazard problem arises when an agent can affect the “quality” of a traded good or 
contract variable by some action which is not observed by other agents. For instance, a worker, once in 
employment, may not fully exert themself reasoning that their lack of effort may be hidden amongst the 
effort of the workforce as a whole. Such possibilities provide the motive for contracts to be designed that 
embody incentives to lessen these effects. 


• In the case of the worker, the employment contract could provide for a wage that is dependent upon some 
measure of the worker’s performance. Ideally, the measure would be their exact productivity but, except for 
the simplest cases, this can be difficult to measure. Difficulties can arise because production takes place in 
teams (a production line can often be interpreted as a team) with the effort of the individual team member 
impossible to distinguish from the output of the team as a whole. They can also arise through randomness 
in the relation between effort and output As examples, agricultural output is driven by the weather, 
maintenance tasks can depend upon the (variable) condition of the item being maintained, and production 
can be dependent upon the random quality of other inputs.


• As Shakespeare wrote in Act III, Scene 5 of Timon of Athens, “Nothing emboldens sin so much as mercy.” 



Negotiation



Negotiation
•  Three key sets of information: 


• Each party’s alternative to a negotiated agreement. Negotiator’s reservation point 
(indifference point)—the point at which the negotiator is indifferent between a negotiated 
agreement and an impasse. If the two reservation points overlap, there is a bargaining zone. 


• Each party’s set of interests. Positions are what parties demand from the other side. 
Interests are the motives behind these positions.


• The relative importance of each party’s interests. Sometimes a focus on deeper interests can 
suggest creative solutions that help each side get more of what they want. 


• When a positive bargaining zone exists, it is optimal for the negotiators to reach a settlement. 
When the reservation points of the two parties do not overlap, no resolution should occur 
because there is no settlement that would be acceptable to both parties.


• Creating value: Whenever one party weighs the issues differently than the other party, there is 
the opportunity to find trade-offs across issues that make both parties better off than they would 
have been by simply compromising on both issues. 



Negotiation - behavioral 
tendencies

• One reason for failing to reach agreements is the fixed-pie assumption. When individuals approach 
negotiations with a fixed-pie mentality, they assume that their interests conflict directly with the interests of 
the other side. Metaphorically, they believe they are both fighting for the biggest piece of a pie of fixed size. 
The assumption of a fixed pie leads us to interpret most competitive situations as win–lose. 


• Framing: You bought your appartment for $250,000. You have just put it on the market for $299,000, with a 
real target of $290,000 (your estimation of appartment’s true market value). An offer comes in for $280,000. 
Does this offer represent a $30,000 gain in comparison with the original purchase price or a $10,000 loss in 
comparison with your current target? The answer to this question is ‘‘both.’’ Framing has important 
implications for the tactics used by negotiators. Framing effects suggest that, to induce concessionary 
behavior in an opponent, a negotiator should always create anchors that lead the opposition toward a 
positive frame. 


• In negotiation, it is useful to know when to hold out for a better outcome. At some point, however, wise 
negotiators know when it’s time to accept the deal on the table. Overestimating the chances that the other 
side will give you what you want can be a devastating negotiation error. You are most likely to overestimate 
your value in a negotiation when your knowledge is limited. 


• Anchoring in negotiations – first mover advantage (price). if you think the other side has made an 
outrageous proposal, you should not come back with an equally outrageous counteroffer, creating a gap 
that will be difficult to bridge. Instead you should make a scene, storm out or threaten to do so, and make it 
clear that you will not continue the negotiation with that number on the table.



Principles of influence
• Reciprocation: People generally feel obliged to return favors offered to them. This trait is embodied in all human cultures and is one of the 

human characteristics that allow us to live as a society. Compliance professionals often play on this trait by offering a small gift to potential 
customers. Studies have shown that even if the gift is unwanted, it will influence the recipient to reciprocate. Similarly, a ”door-in-the-face 
technique” is to ask for a particularly big favor. When this is turned down, a smaller favor is asked for. This is likely to be successful because a 
concession on one side (the down-scaling of the favor) will be reciprocated by a concession by the other party (agreement to the smaller 
favor).


• Commitment and consistency - People have a general desire to appear consistent in their behavior. People generally also value consistency 
in others. Compliance professionals can exploit the desire to be consistent by having someone make an initial, often small, commitment, 
known as the "foot-in-the-door technique”. People also have a strong desire to stand by commitments made by providing further justification 
and reasons for supporting them. This pattern of behavior toward or resulting in a negative outcome is called escalation of commitment.


• Social proof - People generally look to other people similar to themselves when making decisions. This is particularly noticeable in situations 
of uncertainty or ambiguity. This trait has led compliance professionals to provide fake information on what others are doing. Examples of this 
are staged interviews on television advertisements or "infomercials".


• Liking - People are more likely to agree to offers from people whom they like. There are several factors that can influence people to like some 
people more than others: Physical attractiveness can give people a halo effect whereby others are more likely to trust them and to think of 
them as smarter and more talented. People tend to like people who are most like themselves. People tend to like those who pay them 
compliments. People who they are forced to cooperate with to achieve a common goal tend to form a trust with those people. People tend to 
like people that make them laugh. For example, many lectures start with a joke. Any one of the above methods may not help influence people, 
but used in combination, their effects can be magnified.


• Authority - People often react in an automated fashion to commands from authority and even to symbols of authority (such as academic 
degrees, uniforms, expensive cars, etc.), even when their instincts suggest the commands should not be followed.


• Scarcity - People tend to want things as they become less available. This has led advertisers to promote goods as "limited availability", or 
"short time only”. It has also been shown that when information is restricted (such as through censorship), people want the information more 
and will hold that information in higher regard. Items are also given a higher value when they were once in high supply but have now become 
scarce.


• Unity - People value being part of a team or group. Used in a negative way, it can create an Us vs. Them mentality. Used in a positive way, it 
can make people feel that they are part of a group in which everyone looks out for one another.


